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Preface
Virtualization is one of the hottest topics in the tech industry today. The leader
in the virtualization space at the present time is without a doubt VMware with
its virtual infrastructure offering. As VMware software began to take its place in
the data center and demand respect in the industry, the need for a certification
path became clear. Such a certification separates those who have studied the
technology and can apply it at a professional level from those who have just
installed it and started messing with it. I am a big believer that there is no alter-
native to studying a technology thoroughly. There is only so much you can
learn from installing it and using it in only a few specific circumstances, because
that exposes you only to limited features and obscures you from harnessing the
full potential of the software by leveraging features you probably never knew
existed. For this reason and many more, I am a strong believer that you should
study the software, learn it, and then use it hands on as much as possible. It is
by doing this that you truly master the software.

When you have studied and understand a software, taking a certification exam
becomes relatively easy. For example, if you’ve thoroughly studied, you know
that the maximum amount of physical memory that ESX/ESXi 4.1 supports is
1TB. However, someone who just installs the software and starts using it may
not know this because the software installation does not require this knowl-
edge at the time of installation.

This book aims to present the information you need to recap and reinforce
your existing knowledge of VMware vSphere 4 and properly prepare you to
confidently take the VCP-410 exam. The book is structured in a way to help
you with your final exam preparation and contains enough information to
make it a true test preparation book, but in a concise manner.
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Introduction
Welcome to the VCP4 Exam Cram. The purpose of this book is to properly
prepare you and equip you with the needed knowledge to successfully sit and
pass the VCP-410 exam. This introduction provides a general overview of the
VMware certification program and the exam and covers how this Exam Cram
book will help you reach your goals of becoming certified.

This book, as with its predecessors in the Exam Cram family of certification
books, concentrates on reinforcing your knowledge of the subject matter at
hand and preparing you to sit the exam. That being said, this book will not
teach you everything there is to know about the technology because this is not
its primary purpose. As a late-stage exam preparation resource, it concentrates
on testing and reinforcing your knowledge of material that is most likely to
appear on the exam.

Although reading a book is an excellent way of learning, I strongly recom-
mend that you take the knowledge you acquire from book learning and use it
to install and configure VMware ESX/ESXi and vCenter. Hands-on experi-
ence is imperative not only to your successful completion of the exam, but
also to your successful endeavors in properly implementing and maintaining a
vSphere infrastructure.

About the VMware VCP Program
The VMware VCP program was designed to allow candidates to demonstrate
their expertise with the software by completing certain requirements and pass-
ing an exam. The program is open to any individual who completes the
requirements. There are many advantages to becoming VCP certified. For
some, it is for career advancement; for others, it is to become VMware part-
ners, and so on.

The requirements set forth by VMware on becoming a VCP are as follows:

. Attend a VMware authorized course. These instructor-led courses pro-
vide a great learning method and hands-on exposure to the product.

. Gain hands-on experience with the product.

. Sit and pass the VCP-410 exam to demonstrate your expertise on the
matter.



VMware also provides various documents on its website that help you gain a
better understanding of the topics that you will be challenged on during the
exam. I would like to single out the vSphere 4 Exam blueprint as a great refer-
ence for the exam, located here: http://mylearn.vmware.com/lcms/mL_faq/
2726/VCPonvSphere4ExamBlueprint.pdf.

About the VCP Exam
Attending a VMware-authorized training class is one of the requirements
from VMware Education to become a VMware Certified Professional (VCP).
After you have attended the VMware-authorized class and have completed
your preparations for taking the exam, you need to register at a VMware test-
ing center in your area. Currently, all VMware certification exams are admin-
istered by Pearson VUE. You can register online at
http://www.pearsonvue.com/vmware or by calling 1-800-676-2797 in the
United States and Canada. Outside the Americas, please consult the Pearson
VUE website for contact information in your region of the world.

The VCP-410 exam costs $175 USD and must be booked at least 24 hours in
advance. You may reschedule your exam up to 24 hours before the date you
intend on taking it. Cancellation may be subject to a fee, so please consult the
Pearson VUE website for more details on the policy.

In the test room, the administrator logs you in to your exam, verifying that
your user ID and exam number are correct. After you review the introduction
information, the exam begins.

The VCP-410 VMware Certification exam has 75 questions, and native
English speakers have 105 minutes to complete the exam. Non-English speak-
ers have an additional 30 minutes, for a total of 135 minutes. The testing
application is Windows based and presents a single question per screen. On
the top right, you find the time and number of questions remaining.

Questions are typically multiple choice, and the difficulty level varies from
question to question. You can expect the following:

. Select the correct answer: With these types of multiple-choice ques-
tions, you are asked to choose the one correct answer that most appro-
priately answers the given question. In some situations, different answers
may be correct under slightly different configurations, so make sure you
read the question carefully and answer it according to what is asked in
the specific question.
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. Select all that apply (or don’t apply): These types of questions ask you
to select all the answers listed that correctly apply to the question given.
None of the answers to all of them may apply, so be sure to read these
types of questions carefully. In many cases, subtle wording has been pur-
posely used to trip up those who aren’t paying attention. Partial credit is
not given for these types of questions. Unless the correct answer is
given, you receive no credit for the question.

. True or false: These types of questions present you with the option to
agree with the statement in the question or refuse it. Read the question
carefully and choose true or false.

When your test is scored, no added penalty is given for a wrong answer compared to
giving no answer at all, so answering every question asked is worthwhile even if you
are not sure and must guess. VMware has attempted to make the questions as
fair as possible and to ensure that all questions have a single correct answer.
Of course, mistakes do happen, and a “poor” question may find its way onto
your test, presenting you with a poorly worded or ambiguous question that
may not have a clearly correct answer. In this situation, the best thing to do is
to answer the question to the best of your knowledge.

After you complete the exam, the testing software responds with your score
and informs you whether you have passed or failed. The VCP-410 exam
requires a minimum passing score of 75%.

If you don’t pass the exam, the key point is not to become discouraged. We
have all had days when things just didn’t quite go as well as we had hoped.
The best method in this situation is to return as soon as possible to the study
process and brush up on your weak areas in preparation for another exam
attempt. You can reschedule a new test through Pearson VUE as soon as
available if you so choose. We recommend that you schedule time sooner
rather than later so that material that you have already studied is still fresh in
your mind. You are required to pay the full fee to take the test again.

Exam Topics
Table I.1 lists the exam topics covered in this book and indicates the chapter
where each is covered.

Introduction
3



TABLE I.1 Exam Cram VCP4 Exam Topics

Exam Topic Chapter

VMkernel 1

Service Console (SC)

vCenter Database Design

vCenter Preinstallation

Update Manager

VMware Symmetric Multi-Processing (SMP)

vMotion

Distributed Resource Scheduler (DRS)

Virtual Machine File System (VMFS)

VMware Consolidated Backup (VCB)

High Availability (HA)

Encapsulation

Simulation

Emulation

Storage vMotion

ESX Disk Partitions 2

Windows & Linux Filesystems

ESX/ESXi System Requirements

Load Drivers

Creating Datastores

Lockdown Mode

SSH Access

vSphere Client Access

Configure NTP Client

Port Trunking 3

802.1Q VLAN Tagging

vNetwork Distributed Switches

Virtual Ports

Virtual Port Groups

VMDirectPath

Internal vSwitch

Single Adapter vSwitch

Multiple Adapter vSwitch

Standard Virtual Switches (vSS)

Physical Switches

VMkernel
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Service Console

Virtual Machine

vCenter Object

dvPort Groups

dvPorts

Trunk Ports

Private VLANs

Traffic Shaping

NIC Teaming

Port Blocking

vSwitch Maximum Ports

vSwitch Connection Types

Fiber Channel Architectural Components 4

Fiber Channel Addressing

Internet Small Computer System Interface (iSCSI)

iSCSI Addressing

iSCSI Targets Discovery

Pluggable Storage Architecture (PSA)

Network File System (NFS)

NFS Features on ESX

Configuring NFS

Multipathing

Extending a VMFS

VMFS Volume Growth

Zoning

Thin Provisioning in vSphere

Types of Virtual Disks

vCenter Blueprint 5

vCenter Database Design

vCenter Preinstallation

Datacenters

Folders

Clusters

Sphere Client Tabs

Lockdown Mode

vCenter Maximums

VMware vCenter High Availability

Introduction
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VMware vCenter Clustering

VMware vCenter Heartbeat

Cold Migrations 6

Snapshots

Guided Consolidation

Virtual Appliances

vApps

Templates

Open Virtualization Format (OVF)

VMware Tools

Virtual Disk

VMware Converter

Capacity Planner

Virtual Hardware

Virtual Machine Files

Virtual Machine Maximums

Roles 7

Privileges

Permissions

vpxuser

Web Access

Virtual Machine Shortcut

WebAccess Tasks

WebAccess Requirements

Resource Pools 8

Clusters

Shares

Limit

Reservation

Expandable Reservation

vMotion

Storage vMotion

Eagerzeroed

Distributed Resource Scheduler (DRS) Cluster

VMware EVC

Affinity Rules
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Hyper-Threading 9

Hardware Execution Context (HEC)

Transparent Memory Page Sharing

Balloon-driver

Hypervisor Swap

Memory Compression

Alarms

Virtual CPU

Virtual Memory

CPU

Memory

Disk

VMware Consolidated Backup (VCB) 10

High Availability (HA)

Admission Control

Host Backup

Cluster-in-a-Box

Cluster-across-Boxes

Physical-to-Virtual Cluster

Fault Tolerance

Data Recovery

MSCS Clustering

Host Isolation

The Ideal VCP Candidate
Before you attempt to take the VCP-410 exam and try to become a VMware
Certified Professional (VCP), it is imperative that you know considerable
information about VMware vSphere 4 and all its suite components.

To complete the VCP certification, you have to be a well-rounded ESX/ESXi
Server-aware individual. The VCP certification is meaningful and maps close-
ly to the everyday virtualization work environment found in the real world.
With that said, you will also likely find this particular exam quite challenging
to complete successfully.

Introduction
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The exam requires you to have at least a base level of knowledge about the
entire vSphere suite. You need to know how ESX/ESXi 4 networking works,
including the concept of virtual networking within a virtual infrastructure. You
need to be intimately familiar with storage in a vSphere environment, includ-
ing what types of storage are supported and how to best configure this storage
for optimal performance of the virtual machines. Backup is no small task in any
environment, and knowing how to safeguard your VMs and recover them
when necessary is crucial to VCP certification. Monitoring and resource man-
agement are other areas where you will be tested without a doubt. And all
these text topics are certainly not to dismiss vCenter in all its intricacies.

Increasing numbers of people are becoming VCPs, so the goal is within reach.
If you’re willing to tackle the process seriously and do what it takes to obtain
the necessary experience and knowledge, you can take—and pass—the exam
involved in obtaining a VCP certification.

Just to give you some idea of what an ideal candidate is like, here is some rele-
vant information about the background and experience such an individual
should have:

. Training or significant on-the-job experience in network theory, con-
cepts, and operations is helpful. This includes everything from network-
ing media and transmission techniques through network operating sys-
tems, services, and applications.

. Experience with any UNIX operating system is a plus to any candidate.
Because the Service Console operating system is Linux based, knowing
Linux in particular or UNIX in general will help you navigate better and
use common UNIX commands in daily tasks.

. Training or significant on-the-job experience in storage technologies
including Fiber Channel and iSCSI is a huge plus, but this book covers
these concepts to the extent they are tested on the VCP exam. However,
knowledge of these technologies will make you more comfortable with
the material.

. A thorough understanding of how to install operating systems is
required because these virtual machines require an OS installation.

8
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How to Prepare for the Exam
Preparing for the VCP exam, as with any other technical exam, requires that
you dedicate time to both acquiring and studying material directly related to
the VCP-410 exam. To pass this exam, you are expected to know the different
components and technologies that make up the VMware vSphere 4 suite,
which includes intimate knowledge of both ESX/ESXi 4.1 and vCenter 4.1.

Introduction
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There is significant information to absorb and go through that is required for you to
pass the VCP-410 exam. Therefore, if your plan is to study the night before or a few
days before the exam, don’t expect to be fully prepared on the day of the exam.

Note

The following is a general list of material that can be helpful in preparing you
for the VCP-410 exam:

. This Exam Cram book, which provides you with a concise and thorough
review of the material considered vital to your exam-taking success. 
This book serves as a supplement to reinforce your knowledge of the
technology.

. VMware vSphere 4 evaluation kits from VMware. By acquiring an eval-
uation of the software, installing it, and getting intimately familiar with
it, you are training yourself hands on, and this knowledge is extremely
valuable as you learn better as you do things. This step also takes you
from the theoretical to the practical.

. VMware-authorized training course. The instructor-led four-day class
enables you to focus your training on a mixture of lecture and hands-on
labs. The instructor-led class is filled with valuable information and
helpful labs and is sure to prime you for the VCP exam in addition to its
being a requirement for fulfilling the VCP requirements.

. VMware vSphere 4 Training DVD from http://www.eliaskhnaser.com is
a great way to learn, reinforce existing knowledge, or simply have handy
as a reference any time you need it. The DVD is filled with information
and goes beyond the VCP-410 requirements. It is a study-at-your-own-
pace training course.

http://www.eliaskhnaser.com


. Exam preparation tests from respectable vendors. Getting accustomed to
the types of questions that are asked on the VCP exam is extremely
helpful; you will find that VMware has some sample questions on its
website. You may also find certification exam vendors that sell
respectable preparation tests.

. VMware vSphere 4 documentation is an imperative part of your testing
preparation. We would like to highlight the Configuration Maximums
for vSphere 4 and 4.1, and the vSphere 4 Resource Management Guide,
all of which are available via the vSphere 4 documentation page: http://
www.vmware.com/support/pubs/vs_pages/vsp_pubs_esxi41_i_vc41.html.

How to Use This Book and CD
vSphere 4 is a large topic, and covering it in technical detail is an immense
task. What we did in this book is laser focus on the topics and technical details
that you need to know to pass the exam. This book should be used to rein-
force your knowledge and help you prepare. The accompanying CD holds
practice exams and a digital copy of the tear-out cram sheet available in the
beginning of the book.

Chapter Format and Conventions
Every Exam Cram chapter follows a standard structure and contains graphical
clues about important information. The structure of each chapter includes the
following:

. Opening topics list: This defines the exam topics to be covered in the
chapter.

. Cram Saver questions: At the beginning of each section is a quiz. Take
the quiz to assess how well versed you are in that section’s topics. From
there, you can read the section or move on to the Exam Alerts and ques-
tions at the end.

. Topical coverage: The heart of the chapter. Explains the topics from a
hands-on and a theory-based standpoint. This includes in-depth descrip-
tions, tables, and figures that are geared to build your knowledge so that
you can pass the exam.

. Exam Alerts: These are interspersed throughout the book. Watch out
for them!
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. Cram Quiz questions: At the end of each section is a quiz. The Cram
Quizzes, and ensuing explanations, gauge your knowledge of the sub-
jects. If the answers to the questions don’t come readily to you, consider
reviewing the section.

Additional Elements and CD
Beyond the chapters, two more tools help you prepare for the exam:

. Practice exams: There are two practice exams, consisting of 75 ques-
tions each. One is located in the printed book, and the other is in the
exam engine on the CD.

. Cram Sheet: The tear out Cram Sheet is located right in the beginning
of the book. This is designed to jam some of the most important facts
you need to know for the exam into one small sheet, allowing for easy
memorization.

Onward, Through the Fog!
After you’ve assessed your readiness, undertaken the right background studies,
obtained the hands-on experience that will help you understand the products
and technologies at work, and reviewed the many sources of information to
help you prepare for a test, you’ll be ready to take a round of practice tests.
When your scores come back positive enough to get you through the exam,
you’re ready to go after the real thing. If you follow this regimen, you’ll know
not only what you need to study, but also when you’re ready to take the exam.
Good luck!

Introduction
11

This is what an Exam Alert looks like. Normally, an alert stresses concepts, terms,
hardware, software, or activities that are likely to relate to one or more certification
test questions.

ExamAlert
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CHAPTER 8

Managing vSphere
Resources

This chapter covers the following VCP exam topics:

. Resource Pools

. Clusters

. Shares

. Limit

. Reservation

. Expandable Reservation

. vMotion

. Storage vMotion

. Eagerzeroed

. Distributed Resource Scheduler (DRS) Cluster

. VMware EVC

. Affinity Rules

(For more information on the VCP exam topics, see “About the
VCP Exam” in the introduction.)

Understanding resource management is the single most important compo-
nent of designing and maintaining your virtual infrastructure. To properly iden-
tify how many virtual machines (VMs) you can load on your ESX/ESXi hosts,
you must understand how resource management works. Furthermore, to plan
for scalability and high availability, you must thoroughly understand resource
management. This chapter covers resource management in a VMware
Infrastructure 3 environment.



VM CPU and Memory
Management
. Limit

. Reservation

. Shares

. Resource Pools

. Clusters

. Expandable Reservation
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If you can correctly answer these questions before going through this section,
save time by skimming the Exam Alerts in this section and then completing the
Cram Quiz at the end of the section.

1. Which items are not settings that would affect a virtual machine’s resource
allocation? (Select all that apply.)

❍ A. Cycles

❍ B. Expandable

❍ C. Reservations

❍ D. Shares

2. When do CPU Shares kick in?

❍ A. They are on at all times to balance and regulate.

❍ B. When there is a shortage of resources.

❍ C. When you enable DRS.

❍ D. When you enable High Availability.

1. A and B are correct. Cycles and Expandable are not settings that you can
use to control a virtual machine’s resource allocation. Cycles is not valid,
and Expandable is available only on resource pools. The three settings that
affect a VM’s resource allocation in terms of CPU and Memory are Shares,
Reservations, and Limits; therefore, answers C and D are incorrect.

2. B is correct. CPU Shares only kick in when there is a shortage of
resources. Shares enforce quality of service for VMs from a vCPU per-
spective. Answers A, C, and D are incorrect.

CramSaver

Answers



Understanding how virtual machines address their resources, particularly their
CPU and memory resources, is extremely important. As Figure 8.1 illustrates,
the three settings that control the VM’s CPU and Memory resource manage-
ment are as follows:

. Limit defines the maximum that a VM can consume in CPU (measured
in megahertz, or MHz) and memory (measured in megabytes, or MB).

. Reservation is the minimum that a VM needs in terms of CPU and mem-
ory resources to be able to function properly.

. Shares identify the frequency and priority a VM has in terms of access-
ing time slices on the physical CPU and memory. All VMs are assigned
shares. The more shares a VM is assigned, the more priority it has over
physical resources.

VM CPU and Memory Management
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FIGURE 8.1 Virtual machine resource management.

A virtual machine’s vCPUs are always scheduled at the same time. When
you’re assigning shares, keep in mind the number of vCPUs configured for
any given VM. A reservation of 1,000 MHz might be adequate for a VM that
has only one vCPU, but a VM of two vCPUs will have to divide these 1,000
MHz into 500 MHz per vCPU, and that might or might not be adequate
depending on what this VM’s function will be. Similarly, reservation of 1,000
MHz for a VM that has four vCPUs renders each vCPU with 250 MHz,
which further diminishes the functionality of the VM.



The Available Memory setting, which is a fourth setting option enabled only for
the memory configuration of a VM, is the initial memory that you configure for
a VM during its creation. You can always modify this option, after the VM is
created. With this in mind, if the Available Memory and Reservation values dif-
fer, the VMkernel compensates for this discrepancy by creating a swap file for
the difference between the two values. An example of this would be if the
Available Memory setting is configured for 2GB and the reservation is set to
1GB; then the VMkernel creates a swap file to compensate for the difference.
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Shares are ignored when there is no resource contention. For example, two VMs
with varying CPU share reservations get equal access to the host’s CPU when there
is no shortage of resources. Therefore, shares only kick in when there is a shortage
of resources.

ExamAlert

A virtual machine does not power on if its CPU and memory reservation is not met
by the ESX/ESXi host it is running on.

Note

When assigning shares to a virtual machine, you have four options: High,
Normal, Low, and Custom. Table 8.1 outlines how these settings translate in
number of shares for CPU and memory. The values in Table 8.1 are currently
valid for resource pools; as for VMs, the values should read High=2000,
Normal=1000, and Low=500.

TABLE 8.1 CPU/Resource Pools CPU and Memory Share Value
Calculations

Share Setting Number of CPU Shares Number of Memory Shares

High 2000 * # of vCPUs 20 * Available memory

Normal 1000 * # of vCPUs 10 * Available memory

Low 500 * # of vCPUs 5 * Available memory

Custom Manually specified Manually specified



Using Resource Pools to Govern
CPU/Memory Resources
A resource pool enables you to group virtual machines and apply the same
resource policy on them. Resource pools can be created for a single
ESX/ESXi host or to a Distributed Resource Scheduler (DRS) cluster to govern
the CPU and memory resources. Grouping virtual machines also makes it eas-
ier to implement security and delegate administration to other users and
groups. You should also know that you can create child resource pools and
further compartmentalize VMs.

VM CPU and Memory Management
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Every ESX/ESXi host, by default, is a resource pool known as the Root Resource
Pool. The Root Resource Pool exists prior to your creating any resource pools
under this host.

ExamAlert

Resource pools have the same settings as virtual machines; therefore, you can
control a resource pool’s CPU and memory shares, limits, and reservations. As
Figure 8.2 illustrates, a resource pool has an additional expandable reservation
option, which allows a child resource pool to tap into the parent resource pool
and harness whatever resources are available to satisfy its own shortage. An
expandable resource is used only when the resource pool cannot secure
enough resources to satisfy its policy.

Use expandable reservation wisely because it can consume all the parent’s
resources.

Tip

You can view a resource pool’s data using either of the following methods:

. Highlight the resource pool in the inventory and then select the
Summary tab.

. Choose the Resource Allocation tab while the resource pool is selected
in the inventory.



FIGURE 8.2 Resource pool properties.
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CramQuizVM CPU and Memory Management

Cram Quiz
Answer these questions. The answers follow the last question. If you cannot answer
these questions correctly, consider reading the section again.

1. Which setting controls the maximum CPU time measured in MHz that a virtual
machine is allowed to use?

❍ A. Limit

❍ B. Reservation

❍ C. Shares

❍ D. Affinity

2. True or false: If a virtual machine’s available memory and its reservation memory
setting differ, the VMkernel generates a VM-specific swap file for the difference
between the two settings.

❍ A. True

❍ B. False

3. What is the name given to the topmost resource pool?

❍ A. Resource Pool

❍ B. Default Resource Pool

❍ C. Root Resource Pool

❍ D. Master Resource Pool

4. True or false: Resource pools can be used with a standalone ESX/ESXi host or a
DRS cluster.

❍ A. True

❍ B. False

Cram Quiz Answers
1. A is correct. Limit is the setting that controls the maximum a CPU can use

measured in MHz; therefore, answers B, C, and D are incorrect.

2. A, True, is correct. When the Available Memory and the Memory Reservation set-
tings differ, the VMkernel generates a swap file for the difference.

3. C is correct. The Root Resource Pool is the name given to the topmost resource
pool; therefore, answers A, B, and D are incorrect.

4. A, True, is correct. Resource Pools can be created for a single ESX/ESXi host or
for a DRS cluster.



vMotion and Storage vMotion
. vMotion

. Storage vMotion

. Eagerzeroed
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If you can correctly answer these questions before going through this section,
save time by skimming the Exam Alerts in this section and then completing the
Cram Quiz at the end of the section.

1. Which of the following is not a requirement of the source and destination
host for vMotion to work properly?

❍ A. Gigabit Ethernet

❍ B. Virtual switches that are configured and labeled identically

❍ C. Access to the same shared storage

❍ D. Access to each host’s Service Console

2. Which of the following circumstances will prevent the vMotion process
from being successfully completed? (Choose two.)

❍ A. CPUs with different multimedia instruments

❍ B. CPUs with different numbers of cores

❍ C. CPU of different manufacturers

❍ D. If Hyperthreading is enabled on one of the hosts

1. D is correct. Access to each host’s service console is not a requirement for
the successful vMotion process; therefore, answers A, B, and C are incorrect.

2. A and C are correct. The vMotion process will not successfully complete if
you are trying to vMotion across CPUs from Intel and AMD for example.
The process will also fail if the multimedia instruments on the CPUs differ.

CramSaver

Answers

vMotion is probably the most popular and most sought after feature in the
VMware infrastructure suite. The vMotion feature allows a running virtual
machine to be migrated without interruption from one host to another, pro-
vided that some prerequisites are met on the originating and destination hosts.

Storage vMotion, on the other hand, allows you to migrate a VM’s data files
from one storage location to another without interruption. The vMotion suite
collectively allows you to control a VM’s host placement and its data file place-
ment at any time for performance or organization purposes without downtime.



vMotion
vMotion is an enterprise-level feature and thereby requires vCenter before it
can be enabled. vMotion, as you see later in the section “Distributed Resource
Scheduler,” is used in conjunction with DRS to make sure VMs are always
spread out on the most appropriate host, thereby balancing the resource avail-
ability of these hosts.

vMotion Host Prerequisites
With vMotion, for the VM to successfully port from one host to another, the
following requirements must be satisfied on the source and destination hosts:

. Access to all datastores on which the VM is configured

. Virtual switches that are labeled the same, so that when the VM is port-
ed from one host to another, its configuration is the same and finds the
same resources

. Access to the same physical networks for the VM to continue to func-
tion after being ported from one host to another

. Compatible CPUs

. Gigabit network connection

When you initiate a vMotion from one host to another, the wizard that starts
the process warns you if there are errors that prevent the migration from
completing successfully. The vMotion wizard also provides warnings that you
take into account and possibly address after the migration is completed.
Warnings do not prevent the vMotion process from completing successfully,
whereas errors do. Table 8.2 outlines the different scenarios that might gener-
ate an error or a warning.

TABLE 8.2 vMotion Errors and Warnings

vMotion Errors vMotion Warnings

A VM is connected to an internal A VM is configured for an internal
vSwitch on the source host. vSwitch but is not connected to it.

A VM has a removable disk A VM is configured for a removable 
such as a CD/DVD-ROM or CD/DVD-ROM or floppy but is not 
floppy connected to it. connected to it.

A VM has CPU affinity A VM has a snapshot.
assigned. A heartbeat cannot be detected from the 

VM to be migrated.

vMotion and Storage vMotion
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If your ISO or FLP image files are mounted in a shared network location where all
the ESX/ESXi hosts involved have access, you receive a warning only during
vMotion. That’s whether the virtual CD or floppy drive is connected.

Tip

Enabling vMotion
To enable vMotion, you need to create a VMkernel port group with vMotion
enabled on all ESX/ESXi hosts that will participate in the vMotion process, as
shown in Figure 8.3. The virtual switch where this port group is created
should bear the same label on all ESX/ESXi hosts. Typically, vMotion is con-
figured on a dedicated virtual switch on all ESX/ESXi hosts.

FIGURE 8.3 Port group with vMotion enabled.

vMotion also requires that the physical NIC that you choose to service the
virtual switch where vMotion is enabled should be a Gigabit or higher.



vMotion CPU Requirements
One of the main obstacles to a successful vMotion migration is the CPU;
vMotion requires a strict CPU approach, so keep the following guidelines in
mind:

. vMotion does not work across CPU vendors, so if you have an
ESX/ESXi host that is running an AMD processor and one that is run-
ning an Intel processor, vMotion errors out and does not work.

. vMotion does not work across CPU families, so you are not able to
migrate between a Pentium III and a Pentium 4, for example.

. Hyperthreading, the number of CPU cores, and the CPU cache sizes
are not relevant to vMotion.

. vMotion does not work across CPUs with different multimedia instruc-
tions—for example, a CPU with Streaming SIMD Extensions 2 (SSE2)
and a CPU with Streaming SIMD Extensions 3 (SSE3).

. NX/XD hides or exposes advanced features in the CPU of an ESX
Server. In most cases, this hidden feature is controlled by VMware for
stability reasons (see Figure 8.4). In the event that the guest operating
system requires it, however, the vSphere client exposes this feature in
the properties of a VM. If it is enabled, the CPU characteristics of the
host and destination must match; if disabled, an occurring mismatch is
ignored and vMotion proceeds.

CPU vendors Intel and AMD now offer a technology known as virtualization
assist that aids virtualization. Intel has its VT technology, and AMD has its
AMD-V technology, both of which are enabled in the BIOS of a computer.

vMotion and Storage vMotion
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Virtualization assist needs to be enabled before you can migrate 64-bit VMs from
one host to another.

Note

In the presence of these technologies, you can enable the VMs whose operat-
ing system supports the virtualization assist technology to improve their per-
formance. To do this, you can right-click the VM in question and click Edit
Settings. Click the Options tab, find the Paravirtualization section, and enable
it. Figure 8.5 illustrates this process clearly.



FIGURE 8.4 NX/XD feature exposed in vSphere client.
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FIGURE 8.5 Enabling Paravirtualization.



The vMotion Stages
Because the virtual machine to be vMotioned resides on a datastore that is vis-
ible and accessible to both the source and the destination ESX/ESXi host, the
only thing that vMotion needs to do is to copy the VM’s memory from one
host to another. Because the VM’s memory resides on the physical memory of
the source host, that memory is what needs to be copied. That being said, the
two ways to initiate a vMotion are as follows:

. Select one or more VMs and then right-click and choose Migrate.

. Simply choose the Change host option.

When the vMotion process begins, the four stages that it goes through are as
follows:

1. Once vMotion is initiated, a memory bitmap is created to track the
changes, and the process of copying the physical RAM from one host to
another begins.

2. Quiesce the VM and copy the contents of the memory bitmap. Quiesce
can be defined in simpler terms as a cut-over. This is the only time at
which the VM is unavailable. This is a short period of time that for the
most part is transparent to the user.

vMotion and Storage vMotion
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The Quiesce period is the only time during which the VM is not available, but the
outage time is short, typically between 1/2 to 1 1/2 seconds. This time period is so
transparent that you may lose a single ping in some cases.

ExamAlert

3. The virtual machine on the destination host starts and moves all connec-
tivity to it from the source host to the destination host.

4. The VM is removed from the source host.

During your monitoring of the vMotion process, you might notice that it
pauses at 10% completion as part of the identification process.

The speed at which vMotion completes its process depends on bandwidth availabil-
ity and congestion on the vMotion network, as well as the size of the RAM dedicat-
ed to the VM being moved.

Note



Storage vMotion
Storage vMotion is the process of migrating all the VM’s files from one stor-
age to another while the VM is powered on and without any interruption.
Traditional vMotion moves the logical representation of a VM from one
ESX/ESXi host to another while it is powered on while keeping the files that
constitute this VM in the same storage space. Storage vMotion complements
this by allowing you to move the VM files as well thereby contributing to a
complete VM migration from one location to another without an interruption
in service.

Storage vMotion was introduced in Virtual Infrastructure 3.5 but only at the
command-line level; with vSphere 4, you can now do Storage vMotion from a
GUI. To initiate a Storage vMotion from the GUI you follow the same steps
as you would for a normal vMotion, which is to right-click a VM and select
Migrate. The difference is the screen shown in Figure 8.6 has been complete-
ly changed with the following options:

. Change Host: This is obviously the traditional vMotion option, which
moves the VM while it is powered on or off from one ESX/ESXi host to
another.

. Change Datastore: This is the option to do a Storage vMotion thereby
moving all the VM’s files from one storage to another while the VM is
powered on or off.

. Change Both Host and Datastore: As the name implies you can move
both the VM and its corresponding files from one host to another with
one catch, the VM has to be powered off.

226

CHAPTER 8: Managing vSphere Resources

While the option to simultaneously move host and datastore cannot be done while the
VM is powered on there is no reason why you cannot run these tasks consecutively
thereby achieving the goal of migrating the VM and its files while it is powered on.

Note

The next screen shown in Figure 8.7 prompts you to select the destination
datastore where you want to move the files to. It is important to note that
with vSphere 4 all protocols are now supported, which means, iSCSI, Fiber
Channel, Fiber Channel over Ethernet (FCoE), NFS, and RDMs.



FIGURE 8.6 Migrate Wizard.

vMotion and Storage vMotion
227

FIGURE 8.7 Datastore destination.



This brings us to the last step in the Storage vMotion wizard, which is the
disk format. While Storage vMotion is primarily used to move VM files from
one storage to another you might find this tool useful to change the disk for-
mat from Thin to Thick or vice versa. In Figure 8.8, note two options for disk
type: Thin and Thick. The important thing to note here is that the reference
to Thick is the Eagerzeroedthick, which means that the VMDK will be
zeroed, thus thin provisioning will not be possible once this is converted to
this type of Thick.
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FIGURE 8.8 Disk format type.



CramQuizvMotion and Storage vMotion

Cram Quiz
Answer these questions. The answers follow the last question. If you cannot answer
these questions correctly, consider reading the section again.

1. Storage vMotion and vMotion can be run simultaneously while_______.

❍ A. The VM is powered on.

❍ B. The VM is powered off.

❍ C. The VM is powered on or off.

❍ D. They cannot be run simultaneously under any circumstance.

2. Which virtual disk type writes zeros across all the capacity of the virtual disk?

❍ A. Eagerzeroed

❍ B. Eagerzeroedthick

❍ C. Zeroedthick

❍ D. Thick

Cram Quiz Answers
1. B is correct. You cannot run Storage vMotion and vMotion simultaneously while

the VM is powered on. You can run them while the VM is powered off, or you
can schedule them to run consecutively.

2. B is correct. Eagerzeroedthick is the virtual disk type that writes zeroes across
the entire capacity of the disk and commits it all, thereby thin provisioning would
not be possible. All other types are incorrect.



Distributed Resource Scheduler
. Distributed Resource Scheduler (DRS) Cluster

. Affinity Rules

. VMware EVC
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If you can correctly answer these questions before going through this section,
save time by skimming the Exam Alerts in this section and then completing the
Cram Quiz at the end of the section.

1. What color is assigned to a DRS cluster that is overcommitted?

❍ A. Red

❍ B. Orange

❍ C. Blue

❍ D. Yellow

2. How do you configure two VMs so that they are never present on the
same host at the same time?

❍ A. Affinity

❍ B. Policy

❍ C. Permissions

❍ D. Anti-Affinity

1. D is correct. A DRS cluster that is overcommitted is assigned the color
yellow; therefore, answers A, B, and C are incorrect.

2. D is correct. Configuring an Anti-Affinity rule would be the correct course
of action and the correct answer to the question. Affinity rules force VMs
to stay together on the same host. Choices B and C are incorrect.

CramSaver

Answers

VMware DRS is an enterprise-level feature that uses vMotion to load balance
the CPU and memory resources of all ESX/ESXi hosts within a given DRS
cluster. DRS is also used to enforce resource policies and respect placement
constraints.

DRS functions efficiently using clusters. A cluster is the implicit collection of
CPU and memory resources across ESX/ESXi hosts that are members of this
cluster to allow for the creation of VMware DRS clusters and VMware High



Availability (HA) clusters. A cluster is an object that appears in the vCenter
inventory and, like all other objects, can be assigned permissions. It can have a
maximum of 32 nodes, or 320 VMs per host, or 3000 VMs per cluster,
whichever maximum is reached first.

In other words, you can have 32 hosts in the cluster, but you are then limited
to only 93 VMs per host, or you can have 300 VMs on 10 hosts, or 20 hosts
with 150 VMs, and so on.

After you add ESX/ESXi hosts as nodes in a DRS cluster, DRS then monitors
these ESX/ESXi hosts. If DRS detects high CPU utilization or high memory
utilization on a particular host, it uses vMotion to migrate some VMs off the
host with resource constraints to a host that is not experiencing resource con-
straints. DRS constantly plays this role to ensure that all ESX/ESXi hosts
never have resource constraints.

DRS Automation Process
The DRS automation process involves initial placement of the virtual machines
when they are first powered on and later on dynamically load balancing VMs
on the best-suited host that will render the best performance. As shown in
Figure 8.9, the automation process options are as follows:

. Manual: If you select this option, vCenter suggests which VM needs to
be initially placed on which host at power on and later suggests which
VM should be migrated to a different host; however, vCenter does not
perform either task automatically.

. Partially Automated: If you select this option, VMs are automatically
placed at power on; however, for future load balancing, vCenter only
suggests the migration but does not perform it.

Distributed Resource Scheduler
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The advantage of using Manual or Partially Automated is that you get greater con-
trol of which VMs are moved where and when. The disadvantage, of course, is you
have to manually intervene for this task to be completed. Typically, Manual or
Partially Automated is used on sensitive VMs that you want to constantly monitor.

Note

. Fully Automated: If you select this option, vCenter suggests and per-
forms the initial placement of VMs at power on and automatically
migrates them to maintain the most adequate load balancing.



FIGURE 8.9 DRS cluster automation.

When set to Manual or Partially Automated, DRS recommends VMs that
need to be migrated to improve performance and maintain proper load bal-
ancing in the cluster. To view these recommendations, you can select the DRS
cluster in the vCenter inventory and click the DRS Recommendations tab, as
shown in Figure 8.10.
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FIGURE 8.10 DRS recommendations.



If you choose a fully automated load-balancing schedule, you can also control
the frequency at which migrations occur. DRS analyzes the VMs and rates
them on a five-star basis, with five stars meaning the VM must move from one
host to another and one star meaning the VM does not necessarily need to
move or, if moved, the change is not significant. Your options are as follows:

. Most Conservative: This option means DRS migrates VMs very infre-
quently and only when it must (that is, when VMs have five stars).

. Moderately Conservative: This option means that DRS migrates VMs
with four stars or more. This option promises significant improvement.

. Default: This option moves VMs with three stars or more and promises
good improvement.

. Moderately Aggressive: This option moves VMs with two stars or
more and promises moderate improvement.

. Aggressive: This option migrates VMs with one star or more and
promises slight improvement.

DRS automation levels can also be managed on the virtual machine level,
where you manually assign the automation level for each VM in the cluster.
To configure the automation level based on the VM, right-click the cluster
where the VM is a member and go to Edit Settings. On the left pane, select
Virtual Machine Options. You then are presented with a list of VMs that are
members of this cluster on the right. You can change the automation level
manually. Figure 8.11 shows an example.
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The DRS recommendations are available as long as they are valid. If anything
should change that would render them inaccurate, these recommendations are
changed or updated.

Automation levels set at the virtual machine level override those set at the DRS
cluster level.

ExamAlert



FIGURE 8.11 VM level automation.

DRS Cluster Validity
Monitoring a DRS cluster to ensure that there are no errors is critical. A
resource pool can be in one of three states: valid, overcommitted, or invalid. A
DRS cluster is considered to be valid, functioning, and healthy when the
resource availability satisfies all the reservations and supports all running
VMs. In the event that a DRS cluster is not considered valid, resource pools
notify you that there is a problem by changing the color of the resource pool
in the vSphere client as follows:

. Yellow means that the resource pool is overcommitted in terms of
resources.

. Red means that the resource pool has violated the DRS cluster rules or
high-availability rules and is thereby considered invalid.

DRS Rules
DRS enables you to set rules that govern whether VMs can exist on the same
ESX/ESXi host at the same time or if they should always be separated and
never exist on the same host at the same time. This capability can be useful if
you are trying to avoid a single point of failure for a particular VM and want
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to make sure that the DRS algorithm never places VMs assigned in the rules
on the same host. That being said, you can choose to have the VMs on the
same host at all times, so if one VM is migrated, the other follows as well.
These rules are known as VM-VM Affinity rules and have two options:

. Affinity: This rule implies that VMs should be on the same ESX/ESXi
host at all times.

. Anti-Affinity: This rule implies that VMs cannot exist on the same
ESX/ESXi host at the same time.

The release of vSphere 4.1 introduced a new Affinity rule known as VM-Host
Affinity Rules. These rules determine whether groups of VMs can or cannot exist
on groups of ESX/ESXi hosts. With these rules, you can build groups of specif-
ic VMs and groups of specific ESX/ESXi hosts and then implement Affinity or
Anti-Affinity rules. VM-Host affinity rules have the following options:

. Must run on hosts in group: This rule implies it is a requirement that
the VM group be on the same ESX/ESXi host group at all times.

. Should run on hosts in group: This rule implies it is preferred that the
VM group be on the same ESX/ESXi host group at all times.

. Must not run on hosts in group: This rule implies it is a requirement
that the VM group NOT be on the same ESX/ESXi host group at all
times.

. Should not run on hosts in group: This rule implies it is preferred
that the VM group NOT be on the same ESX/ESXi host group at all
times.
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Affinity rules changed with the release of vSphere 4.1; they now fall under two cate-
gories, VM-VM Affinity rules, which are the traditional affinity rules known as Affinity
and Anti-Affinity, and the new VM-Host Affinity rules. The VCP exam may test your
knowledge on this topic.

ExamAlert

You can access these rules by right-clicking your cluster and pointing to Edit
Settings. You then see the Rules section on the left. Select it and click Add.
Figure 8.12 shows an example of how you can set a rule to never allow two
VMs to be on the same host at the same time.



FIGURE 8.12 DRS rules.

VMware EVC
As we have been discussing in this chapter, vMotion has certain CPU require-
ments that need to be met before a successful live migration of VMs can take
place between hosts. Considering OEM server manufacturers constantly
upgrade the CPUs that ship with their server models, it can become challeng-
ing when you purchase servers at different intervals. At some point, you are
bound to have hardware of different CPU families.

VMware Enhanced vMotion Compatibility is similar in function to the
NX/XD feature, except it is configured on a cluster basis and affects the hosts
in the cluster while the NX/XD feature is implemented on a VM level. When
creating an EVC cluster, you are instructing vSphere to find the lowest com-
mon denominator between all the hosts’ CPUs thereby allowing the highest
level of vMotion compatibility.

As you can see in Figure 8.13, creating a VMware EVC cluster is easy. Choose
Edit Settings on your existing DRS cluster and select VMware EVC from the
left pane. You can then configure the options appropriately.
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FIGURE 8.13 VMware EVC enabled cluster.
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CramQuiz Distributed Resource Scheduler

Cram Quiz
Answer these questions. The answers follow the last question. If you cannot answer
these questions correctly, consider reading the section again.

1. Which setting is an invalid level when Fully Automated DRS cluster load balanc-
ing is selected?

❍ A. Conservative

❍ B. Aggressive

❍ C. Default

❍ D. Low

2. Which of the following is not a DRS cluster automation level? (Select all that
apply.)

❍ A. Manual

❍ B. Semi Manual

❍ C. Fully Automated

❍ D. Semi Automated

3. How many cluster nodes are supported for each DRS cluster?

❍ A. 16

❍ B. 24

❍ C. 32

❍ D. 36

Cram Quiz Answers
1. D is correct. Low is not a valid frequency level when Fully Automated is selected;

therefore, answers A, B, and C are incorrect.

2. B and D are correct. Semi Manual and Semi Automated are invalid and do not
exist. The three levels of automation are Manual, Partially Automated, and Fully
Automated; therefore, answers A and C are incorrect.

3. C is correct. VMware DRS clusters support up to 32 ESX/ESXi hosts or nodes
per cluster; therefore, answers A, B, and D are incorrect.
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versus physical switches, 64-66
vNetwork Distributed Switches

(vDS), 61
virtualization, 13-17

application virtualization, 16
benefits, 15
hypervisor, 15
hypervisor type-1 virtualization, 16
hypervisor type-2 virtualization, 16
paravirtualization, 224
storage virtualization, 16
versus emulation, 20
versus simulation, 20
virtual machines, 18-20, 165-167

compatibility, 20
encapsulation, 19
file extensions, 19
hardware independence, 19
isolation, 19
versus physical machines, 21

vSphere4, benefits, 22-23
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VLANs (virtual LANs), 75-77

NIC teaming, 84-88
physical switch VLANs, 84
port blocking, 84
private VLANs, 78-79
trunk ports, 76-77

VM-Host Affinity Rules, 235

vmdk file extension, 19

VMFS (Virtual Machine File System),
27, 121-122

extending, 123-124
multipathing, 124
Volume Grow, 124

VMkernel, 27-28

origins, 28
port groups, 72-73

vmmemctl, 243-244

vMotion, 25, 220-221

CPU requirements, 223-224
enabling, 222
errors, 221-222
host prerequisites, 221-222
stages, 225
Storage vMotion, 226-229
warnings, 221-222

VMs (virtual machines). See virtual
machines

VMware, vApp, 188-190

VMware Capacity Planner Service, 144

VMware Consolidated Backup (VCB),
26, 257-259

VMware Converter Enterprise 
Service, 144

VMware ESX 4.1

accessing
SSH (Secure Shell), 52-53
vSphere client, 51-52

configuring, 50-51
disk partitioning, 34-37

installing, 38
CD-ROM, 38-45
troubleshooting, 55-58

Service Console, memory 
allocation, 54

VMware ESX Server, operating sys-
tem, 27-28

VMware ESX/ESXi, 25

VMware ESX/ESXi 4.1, 31

minimum hardware requirements,
32-34

VMware ESXi 4.1

configuring, 46-49
installing, 45-49

VMware EVC (Enhanced vMotion
Compatibility), 236-238

VMware Fault Tolerance (FT), 163,
274-280

enabling, 277-280
requirements, 276-277

VMware License Server, 144

VMware Mount Service for vCenter
Service, 144

VMware Tools Service, 144, 178-179

VMware Update Manager Service,
137, 144

VMware vCenter Converter, 25, 
137, 192

cloning, 193-194
installing, 193

VMware vCenter Guided
Consolidation, 137

VMware vCenter Lab Manager, 27

VMware vCenter Management Web
Services, 144

VMware vCenter Orchestrator
Configuration, 144

VMware vCenter Server Service, 144

VMware vCenter Site Recovery
Manager (SRM), 26

VMware VCMSDS, 144

VMware View, 26

VMware View
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vmx file extension, 19

vNetwork Distributed Switches (vDS).
See vDS (vNetwork Distributed
Switches)

Volume Grow (VMFS), 124

volume-based cloning (vCenter
Converter), 194

vSphere 4, 24

benefits, 22-23
Distributed Resource Scheduler

(DRS), 25
High Availability (HA), 25
licensing, 146
security model, 200

assigning permissions, 203-204
ESX server, 205-206
permissions, 201
privileges, 201
remote console URL, 209-211
roles, 201-203
users, 201
vCenter, 204
Web Access, 207-209

storage, 98-99
Fiber Channel, 102-107
Fiber Channel SANs, 100-102
iSCSI, 108-116
NAS (Network Attached Storage),

117-118
PSP (Pluggable Storage

Architecture), 125-128
thin provisioning, 129-134
VMFS (Virtual Machine File

System), 121-124
Storage vMotion, 25
Update Manager, 25

vMotion, 25
VMware Consolidated Backup

(VCB), 26
VMware ESX/ESXi, 25
VMware vCenter, 25
VMware vCenter Converter, 25
VMware Virtual Symmetric Multi-

Processing (SMP), 25
vStorage APIs for Array Integration

(VAAI), 26
vSphere Application Programming

Interface (API), 139

vSphere client, 28-29

ESX 4.1 access, 51-52
vSphere client tabs, vCenter, 155-159

vSS (Standard Virtual Switches), 61,
67-68, 91

W–X–Y–Z
Web Access

minimum requirements, 209
security, 207-209

Windows file system, 35

zeroedthick virtual disks, 132

zoning

Fiber Channel SANs, 104
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